**Information Retrieval (CS60092)**

**Mid-semester examination, Autumn 2013 – 2014**

**Time:** 2 hours, **Full Marks:** 50

*Attempt all questions.*

*Use of scientific calculator is allowed.*

*State any assumptions made clearly.*

**Q. 1>(a)**Assume the word *cricket* has the following postings list:

*cricket*: 274, 287, 288, 300, 420

What is the variable-byte gap encoding (binary) for the above sequence?

How many bytes are required? How many bytes would have been required if the original postings list was stored (assume that one only needs to store the doc-ids)?

**Soln.** In variable byte gap encoding, the first doc-id is left unchanged.

274 in binary:100010010 -> split into groups of 7 -> 0000010 0010010

For first bit, 1 for last byte and 0 otherwise -> 00000010 10010010

Gaps = 13, 1, 12, 120

Binary = 1101, 1, 1100, 1111000

Padded and first bit set -> 10001101, 10000001, 10001100, 11111000

**Thus, final encoding: 00000010 10010010 10001101 10000001 10001100 11111000 Ans.**

**6 bytes are required. Ans.**

**Doc-ids in binary:** 100010010, 100011111, 100100000,100101100,110100100. All the numbers require 9 bits and hence 2 bytes each. [One cannot concatenate the bitstream to store in 45 bits, doc-id boundaries would be lost.]

Thus, **10 bytes** are required for storing the list without encoding. **Ans.**

**(b)** Decode the following variable byte gap encoding and report the actual postings list:

10000101 10000010 10000100 10000011 10000001

Nos. in decimal representation -> 5, 2, 4, 3, 1

No byte has starting bit 0.

**Hence, final decoded list: 5, 7, 11, 14, 15. Ans.**

**(c)** What are the largest gaps that can be encoded using one and two bytes?

**One byte: 127** = 27 – 1. **Two bytes: 16383** = 214 – 1 (14 out of the 16 bits can be used as payload). **Ans.**

**(d)** Can we derive Heaps’ law from Zipf’s law? Justify your answer. [**5 + 2 + 2 + 1 = 10]**

No, we cannot derive Heaps’ Law from Zipf’s Law. Zipf’s Law states that the vocabulary is finite. Thus, it would follow that Heaps’ Law does not hold [The definition of Zipf’s Law states that the exponent is -1, which implies that the vocabulary is finite.]

**Q. 2>**Consider the four toy documents below as your corpus:

doc-1: *cricket is a great game*

doc-2: *a game is a good good sport*

doc-3: *all sport and cricket are great great great*

doc-4: *cricket is a sport and a game*

Assume the following stop list: *a, an, the, is, are, and, of, in, any, all, every, each*

We use a vector space model. Assume that the index of a term is determined by its order of encounter in the log (*cricket* gets position 1 in the vector). Using **simple TF-IDF** (use raw TF, multiplied by IDF(*t*) = log10(*N*/DF(*t*))) for **term weighting for both queries and documents**. Do **not** apply **any** normalization on the document weights. The issued query is *the great game of cricket.* Use the same TF-IDF vectors for both parts below. You are encouraged to neatly tabulate all values used, like term frequencies and term weights.

**(a)**Rank the documents using the simple overlap score. Show all steps of the computation.

**(b)** Rank the documents using the cosine similarity. Show all steps of the computation. **[5 + 5 = 10]**

**Soln.** Removing stop words, the terms to be indexed are: *cricket, great, game, good, sport*[in order of encounter]. DF = document frequency, tf = term frequency, tw = term weight

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Word** | **DF(t)** | **IDF(t)** | **doc-1 tf** | **doc-1 tw** | **doc-2 tf** | **doc-2 tw** | **doc-3 tf** | **doc-3 tw** | **doc-4 tf** | **doc-4 tw** | **query-tf** | **query-tw** |
| *cricket* | 3 | 0.1249 | 1 | 0.1249 | 0 | 0 | 1 | 0.1249 | 1 | 0.1249 | 1 | 0.1249 |
| *great* | 2 | 0.3010 | 1 | 0.3010 | 0 | 0 | 3 | 0.9030 | 0 | 0 | 1 | 0.3010 |
| *game* | 3 | 0.1249 | 1 | 0.1249 | 1 | 0.1249 | 0 | 0 | 1 | 0.1249 | 1 | 0.1249 |
| *good* | 1 | 0.6021 | 0 | 0 | 2 | 1.2042 | 0 | 0 | 0 | 0 | 0 | 0 |
| *sport* | 3 | 0.1249 | 0 | 0 | 1 | 0.1249 | 1 | 0.1249 | 1 | 0.1249 | 0 | 0 |

Similarly, the query is also reduced to *great game cricket*

**(a)**Rank the documents using the simple overlap score. Show all steps of the computation.
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Thus, overlap-score(q, doc-1) = 0.1249 + 0.3010 + 0.1249 = 0.5508

overlap-score(q, doc-2) = 0 + 0 + 0.1249 = 0.1249

overlap-score(q, doc-3) = 0.1249 + 0.9030 + 0 = 1.0279

overlap-score(q, doc-4) = 0.1249 + 0 + 0.1249 = 0.2498

**Thus, desired ranking: doc-3, doc-1, doc-4, doc-2. Ans.**

**(b)** Rank the documents using the cosine similarity. Show all steps of the computation. **[5 + 5 = 10]**

For cosine similarity, the scoring function is given by![](data:image/png;base64,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)

The query and document vectors are given by the respective term weight vectors in the table, reproduced again for convenience below.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Word** | **DF(t)** | **IDF(t)** | **doc-1 tf** | **doc-1 tw** | **doc-2 tf** | **doc-2 tw** | **doc-3 tf** | **doc-3 tw** | **doc-4 tf** | **doc-4 tw** | **query-tf** | **query-tw** |
| *cricket* | 3 | 0.1249 | 1 | 0.1249 | 0 | 0 | 1 | 0.1249 | 1 | 0.1249 | 1 | 0.1249 |
| *great* | 2 | 0.3010 | 1 | 0.3010 | 0 | 0 | 3 | 0.9030 | 0 | 0 | 1 | 0.3010 |
| *game* | 3 | 0.1249 | 1 | 0.1249 | 1 | 0.1249 | 0 | 0 | 1 | 0.1249 | 1 | 0.1249 |
| *good* | 1 | 0.6021 | 0 | 0 | 2 | 1.2042 | 0 | 0 | 0 | 0 | 0 | 0 |
| *sport* | 3 | 0.1249 | 0 | 0 | 1 | 0.1249 | 1 | 0.1249 | 1 | 0.1249 | 0 | 0 |

Then (**bold** represents vector),

|**V**(doc-1)| = (0.12492 + 0.30102 + 0.12492 + 02 + 02)1/2= (0.0156 + 0.0906 + 0.0156)1/2 = 0.3490

**|V**(doc-2)| = (02 + 02 + 0.12492 + 1.20422 + 0.12492)1/2= (0.0156 + 1.4501 + 0.0156)1/2 = 1.2171

|**V**(doc-3)| = (0.12492 + 0.90302 + 02 + 02 + 0.12492)1/2= (0.0156 + 0.8154 + 0.0156)1/2 = 0.9201

|**V**(doc-4)| = (0.12492 + 02+ 0.12492 + 02 + 0.12492)1/2= (0.0156 + 0.0156 + 0.0156)1/2 = 0.2163

|**V**(q)| = (0.12492 + 0.30102 + 0.12492+ 02 + 02)1/2= (0.0156 + 0.0906 + 0.0156)1/2 = 0.3490

cos-sim-score(q, doc-1) = (0.1249\*0.1249 + 0.3010\*0.3010 + 0.1249\*0.1249)/(0.3490\*0.3490) = 1.0000

cos-sim-score(q, doc-2) = (0.1249\*0.1249)/(0.3490\*1.2171) = 0.0367

cos-sim-score(q, doc-3) = (0.1249\*0.1249 + 0.3010\*0.9030)/(0.3490\*0.9201) = 0.8950

cos-sim-score(q, doc-4) = (0.1249\*0.1249 + 0.1249\*0.1249)/(0.3490\*0.2163) = 0.4133

**Thus, desired ranking: doc-1, doc-3, doc-4, doc-2. Ans.**

**Q. 3>**A retrieval system produced the following ranked list (only relevance judgments are shown) in response to a query: 1, 1, 0, 0, 1, 0, 1, 1, 0, 0. Assume the number of relevant documents in the collection to be nine.

**(a)** Compute the F-score for the query.

Soln. Precision = 5/10 = 0.5

Recall = 5/9 = 0.5556

F-score = (2\*0.5\*0.5556)/(0.5 + 0.5556) = **0.5263 Ans.**

**(b)** Plot the precision-recall curve for this query.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Rank** | **Relevance** | **Recall** | **Precision** | **Interp. Precision** |
| 1 | 1 | 0.1111 | 1.0000 | 1.0000 |
| 2 | 1 | 0.2222 | 1.0000 | 1.0000 |
| 3 | 0 | 0.2222 | 0.6667 | 0.6667 |
| 4 | 0 | 0.2222 | 0.5000 | 0.6667 |
| 5 | 1 | 0.3333 | 0.6000 | 0.6250 |
| 6 | 0 | 0.3333 | 0.5000 | 0.6250 |
| 7 | 1 | 0.4444 | 0.5714 | 0.6250 |
| 8 | 1 | 0.5556 | 0.6250 | 0.6250 |
| 9 | 0 | 0.5556 | 0.5556 | 0.5556 |
| 10 | 0 | 0.5556 | 0.5000 | 0.5000 |

**(c)** Plot the interpolated precision-recall curve for this query.

**(d)** Now assume the same system produces the list: 0, 0, 1, 1, 1, 0, 1, 0, 1, 0 for a second query. Assume the number of relevant documents for this query to be seven. Compute mean R-precision.

R-precision for query 1 (|Rel| = 9) = 5/9 = 0.5556

R-precision for query 2 (|Rel| = 7) = 4/7 = 0.5714

Mean R-precision = **0.5635 Ans.**

**(e)** Compute MAP for this binary relevance system. **[1 + 3 + 3 + 1.5 + 1.5 = 10]**

AP for query 1 = 1/9(1/1 + 2/2 + 3/5 + 4/7 + 5/8) = 0.4218

AP for query 2 = 1/7(1/3 + 2/4 + 3/5 + 4/7 + 5/9) = 0.3658

Thus, MAP = (0.4218 + 0.3658)/2 = **0.3938. Ans.**

**P. T. O.**

**Q. 4>(a)** Provide the tree representation of the following XML document:

<paper>

<frontmatter>

<author>

<firstname>Humpty</firstname>

<lastname>Dumpty</lastname>

</author>

<title>The Great Egg</title>

<abstract>This is a true story.</abstract>

<keyword>egg</keyword>

<keyword>fall</keyword>

</frontmatter>

<body>

<section number="1">

<title>Introduction</title>

<subsection number="1.1">I sat on a tree.</subsection>

</section>

<section number="2">

<title>Method</title>

<subsection number="2.1">The tree was high.</subsection>

<subsection number="2.2">I had a great fall!</subsection>

</section>

<section number="3">

<title>Conclusion</title>

<subsection number="3.1">It was an XML tree.</subsection>

</section>

</body>

</paper>

**P. T. O.**

root element

*paper*

element

*frontmatter*

element

*body*

element

*keyword*

element

*keyword*

element

*abstract*

element

*title*

element

*author*

text

*fall*

text

*egg*

text

*This is a true story.*

text

*The Great Egg*

text

*firstname*

text

*lastname*

element

*section*

element

*section*

element

*section*

attribute

*number=”3”*

element

*title*

element

*subsection*

text

*It was an XML tree.*

text

*Conclusion*

attribute

*number=”2”*

element

*title*

element

*subsection*

text

*I had a great fall.*

text

*Method*

attribute

*number=”1”*

element

*title*

element

*subsection*

text

*The tree was high.*

text

*Introduction*

(b) Expand NEXI and INEX. **[8 + 2 = 10]**

NEXI: Narrowed Extended XPath I

INEX: Initiative for XML Retrieval

**Q. 5>(a)** The postings lists for *cricket, football, swimming* and *tennis* contain 35, 77, 12 and 18 documents respectively. What is the best order for processing the query that is a conjunction of all the four terms? Use parentheses to show the order clearly.

**Soln.** (*football* AND (*cricket* AND (*swimming* AND *tennis*)))

**(b)** If the document frequencies are assumed to be *w, x, y* and *z*, and the corpus has *N* documents in all, what is the time complexity for processing the query *(cricket OR football) AND NOT (swimming OR tennis))*?

**Soln.***O(N)*. We can always intersect in *O(qN)* where *q* is the no. of query terms and *N* the number of documents, so the intersection time is linear in the no. of documents and query terms. Since the tightest bound for the size of the results list is *N*, the number of all documents, we cannot do better than *O(N)*.

**(c)**Which of stemming and lemmatization can be expected to produce a larger lexicon? Why?

**Soln.** Stemming produces a larger lexicon. In principle, stemming leaves certain verb forms of irregular verbs like *brought, wrote, struck* as they are, and these get added to the lexicon. However, a lemmatizer is expected to map all of these to their respective base forms *bring*, *write* and *strike*. The effect of stemming and lemmatization is the same (from the point of vocabulary size) for regular verb forms like *burning, duplicated, loves*even though the lexicon entries may differ.

**(d)** Name three popular stemming algorithms.

**Soln.**Porter Stemmer, Lovins stemmer and Paice stemmer.

**(e)** Can stemming decrease precision? Justify your answer.

**Soln.** Yes, stemming can decrease precision. Stemming can increase the number of retrieved documents without increasing the number of relevant documents.

**(f)** Assume the following postings lists for *cake* and *pie*:

*cake:* 3, 5, 7, 10, 13, 18, 39, 53 [Skips inserted from 3 to 10 and 10 to 39]

*pie:* 2, 12, 15, 39, 43, 45, 49 [Skips from 2 to 39 and 39 to 49]

List the pairwise doc-id comparisons that are avoided due to the presence of skip pointers.

**Soln.** All comparisons (without skips):

(3, 2), (3, 12), (5, 12), (7, 12), (10, 12), (13, 12), (13, 15), (18, 15), (18, 39), (39, 39), (53, 43), (53, 45), (53, 49), end.

Comparisons (with skips):

(3, 2), (3, 39), (3, 12), (3, 12), (10, 12), (5, 12), (10, 12), (39, 12), (13, 12), (13, 12), (13, 15), (18, 15), (18, 39), (39, 39), (53, 49), (53, 43), (53, 49), end.

Thus, avoided comparisons: **(3, 12), (5, 12), (7, 12), (53, 45)**. **Ans.**

Note that the (53, 43) comparison is required anyway for deciding whether to skip.

**(g)** Enumerate the permuterm vocabulary for *cake*.

**Soln.***cake$, ake$c, ke$ca, e$cak, $cake*

**(h)** Without computations, state the Levenshtein distance between *calm* and *slam*.

**Ans. 3** (one substitution, deletion and insertion each) *calm -> salm -> sam -> slam*. (There are other possible routes, but the distance remains 3).

**(i)** What is the Jaccard coefficient between *claim* and *clam* using character bigrams?

**Soln.**Set 1 = *cl, la, ai, im, m$*

Set 2 *= cl, la, am, m$*

|Set 1 ∩ Set 2| = 3

|Set 1 U Set 2| = 6

Jaccard = 3/6 = **0.5 Ans.**

**(j)** Name one real application of *k*-gram character indexes. **[1 x 10 = 10]**

**Ans.** Context-sensitive query spelling correction. (simply spelling correction is also fine).